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More category theory!
• Category of coalgebras: 

• Each object is defined as X —> F(X) 

• F is a functor (e.g., powerset, automata, grammars, Transformers) 

• Coinduction in category of coalgebras: new formulation of RL  

• Universal constructions 

• Pullback, pushforward, (co)limits



Bongard Problems with Machine Learning 
(Mahadevan, M.Tech Thesis, IIT Kanpur, 1983)



https://www.foundalis.com/res/bps/bpidx.htm



Predict the next element

• 0, 1, 2, 3, 4, … 

• 1, 2, 3, 5, 7, 11, 13, … 

• 0, 0, 0, 0, 0, 0, …



Version Spaces 

(Mitchell, 1975)



Inductive Inference

• Theoretical foundation of ML (Gold, Solomonoff, Valiant, Vapnik, etc.)  

• Based on mathematical induction 

• Language identification in the limit 

• Many results over the past 60+ years! 







From Induction to Coinduction

• Machine learning has traditionally been modeled as induction 

• Identification in the limit: Gold, Solomonoff 

• PAC Learning: Valiant, Vapnik 

• Algorithmic Information Theory: Chaitin, Kolmogorov 

• Occam’s Razor, Minimum Description Length



Coinduction: A New Paradigm for ML

• Generative AI is all about modeling infinite data streams 

• Automata, Grammars, Markov processes, LLMs, diffusion models 

• Infinite data streams define non-well-founded sets 

• Final coalgebras generalize (greatest) fixed points  

• Reinforcement learning is an example of coinduction in a coalgebra 

• Causal inference is also usefully modeled in coalgebras 





Conductive Inference

• Based on non-well-founded sets 

• Uses the category-theoretic framework of universal coalgebras 

• Coinduction generalizes (greatest) fixed point analysis 

• Reinforcement learning: metric coinduction in stochastic coalgebras 





Coalgebras 
generate 

Search Spaces 
  

Coalgebra: X —> F(X) Algebra: F(X) —> X



Final Coalgebras
• In a category of coalgebras, where each object is X -> F(X), a final 

coalgebra is an isomorphism X ~ F(X) 

• Final coalgebra theorem (Aczel, Mendler): for a wide class of 
endofunctors, final coalgebras exist (weak pullbacks)  

• RL is essentially coinduction in a coalgebra 

Vπ = Rπ + γPπVπ = Tπ(V)



Categorical Version Spaces

• The G set and S set can be generalized using universal constructions 

• Limit: The terminal object in a category of cones 

• Colimit: The initial object in a category of cocones  

• In any complete and cocomplete category, we can design a 
categorical version spaces using limits and colimits  

• UMAP is a special case of the categorical version spaces framework



Universal Constructions

Pullback F

G
Limits: Products, Meets, Greatest Lower Bound, Kernels, Equalizers

Final object in  
Category of cones



 Category of ElementsPullback



Universal Constructions

Pushforward

F

G

Colimits: Coproducts, Joins, Least upper Bounds,   Coequalizers

Initial object in  
Category of cocones



Colimits in UMAP 

Merge datasets



Universal Causality
[Mahadevan, Entropy, 2023]



Examples of 

Universal coalgebras



[Rutten, 2000]





Non-well-founded sets
• Non-well-founded sets violate the ZFC+ axioms of set theory  

• In particular, the axiom of well-foundedness states that there cannot 
be any infinite membership chains 

• Many sets in computer science are not well-founded 

• Infinite data structures: lists, trees, recursion, stacks 

• Many AI problems involve non-well-founded sets 

• Common knowledge, causality with feedback, natural language



Backpropagation as a coalgebra

• In the previous talk, we introduced backprop as a functor 

• Note that backprop can also be modeled as a coalgebra X —> F(X) 

• This alternative view gives us deeper insight into the convergence of 
backpropation 

• It gives us more powerful tools to design new methods in GAIA



The Powerset Functor

• One of the simplest and most general coalgebras is from the 
powerset functor 

• X —> Pow(X) 

• X can be any (well-founded, non-well-founded) set



Labeled Transition Systems as Coalgebras

• Any automata (deterministic or stochastic) is a coalgebra 

• Set of states S 

• Transition relation  

• Here,  is the same as  

• Coalgebra of LTS defined by powerset functor L 

•

→S ⊆ S × A × S

s →a t (s, a, t) ∈ →S

αS : S → L(S), s ↦ {(a, s′ ) |s →a s′ }



Homomorphisms of Coalgebras

X

F(X)

Y

F(Y)

f

αX αY

F( f )

MDP homomorphisms are a special case of this framework





 RL algorithms can be explored for these stochastic coalgebras! 



MDP Coalgebras

• Any (finite) MDP is defined as a tuple M = (S,A,R,P) 

• Given any action a, it induces a distribution on next states 

• Any fixed policy defines an induced Markov chain 

• Markov chains are coalgebras of the distribution functor D 

• αM
S : S →M 𝒟(S)



This paper can be 
extended to the RL 
setting



RL as Metric Coinduction

Contraction mapping convergence in MDPs 

is a special case of metric coinduction



Induction vs Coinduction

• Given the class of all (non)well-founded sets 

•  X —> F(X) is the powerset coalgebra 

•  F(X) —> X is the powerset algebra 

• The initial object in the category of algebras is well-founded sets  

• The final object in the category of coalgebras is non-well-founded 
sets 



Final Coalgebras
• A final object in a category is defined as one for which there is a 

unique morphism into it from any other object 

• In the category of coalgebras, the final object is called a final 
coalgebra 

• Example: in the coalgebra of finite state automata, the final coalgebra 
is the smallest automaton accepting a language 

• Example: in the coalgebra of MDPs, the final coalgebra is the 
smallest MDP that defines the optimal value function



Lambek’s Lemma





Occam's Razor Coalgebraically
• We can now define a coalgebraic version of Occam's Razor 

• Given any category of coalgebras, where there is a final coalgebra 

• Any other coalgebra must define a unique morphism into the final 
coalgebra 

• If this unique morphism is injective (or a monomorphism), the given 
coalgebra must be minimal 

• States of the final coalgebra define ``behaviors" (see Jacobs book)



Bisimulation for Imitation Games



Summary

• Coalgebras provide a fundamental framework for modeling 
generative AI 

• Each coalgebra is defined by a functor F: X —> F(X) 

• Coinduction is the principle of finding a final coalgebra  

• Reinforcement learning is the problem of finding final coalgebras in 
the category of MDP coalgebras


